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Collective actuation in active solids—the spontaneous coherent excitation of a few vibrational modes—
emerges from feedback between structural deformations and the orientation of active forces. It is an
excellent candidate as a basic mechanism for oscillatory dynamics and regulation in dense living systems,
and better control over its onset would open new avenues in the life sciences. Combining model
experiments, simulations, and theory, we study the dynamics of such an active solid in the presence of an
external field that polarizes the active forces. The experiments reveal a novel oscillatory regime absent at
zero field. The theoretical analysis of a single agent demonstrates that the small field oscillations
and the large field ones can be mapped onto the bounded and unbounded phase dynamics of a nonlinear
pendulum. In the many-agents case, the transition to collective actuation is promoted at low field, leading to

a reentrant transition.
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Active solids—dense assemblies or elastic structures
made of active units—encompass a wide class of systems
ranging from biological [1-6] to manmade materials [7-14]
to theoretical models [15-26]. They are particularly rel-
evant when studying dense biological systems, like con-
fined cell monolayers [27,28], dense bacterial suspensions
[29,30], and dense pedestrian crowds [31]. In sharp contrast
with active liquids, their positional degrees of freedom have
a reference configuration.

Collective actuation, the spontaneous coherent excitation
of a few vibrational modes, was first reported in the
numerical study of a dense packing of soft active particles
[15] and then reported in two very different experimental
systems, one composed of freely rotating self-propelled
particles located at the nodes of a spring network pinned at
its boundaries [32] and the other being a bacterial biofilm
[33]. In both cases, the key role of nonlinear elastoactive
feedback between the deformations of the structure and the
orientations of the active units was demonstrated [32-35].
This feedback takes its origin from the reorientation of
individual active units on their velocities, a generic process
referred to as self-alignment [36].

Living active systems also have the ability to respond to
various types of environmental cues and can polarize
toward or away from these signals, e.g., by chemotaxis
or galvanotaxis [37]. This polarization drives important
biological processes such as wound healing [37,38],
immune responses [39], and morphogenesis [40—43].

In this Letter, we investigate the largely unexplored
effect of an external polarizing field on the collective
dynamics of active solids combining model experiments,
simulations of an agent-based model, and theory. More
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specifically, we consider networks of freely rotating self-
propelled particles connected by elastic springs with
various boundary conditions. When the experimental plane
is tilted, the active units orient opposite to the gravity force.
We take advantage of this mechanism to impose a homo-
geneous polarizing field to the system and obtain the
generic phase diagram reported in Fig. 1(a). In the
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FIG. 1. Active solids in a polarizing field. (a) Schematic phase

diagram as a function of the elastoactive coupling IT and the field
amplitude A. At h = 0, a transition between a disordered regime
and collective actuation—either noise induced (NICA) or chiral
oscillations (CO)—takes place [32,35]. Adding a field, the
disordered phase polarizes (FP) (color coded from light to dark
blue as polarization increases). In the green region, oscillating
dynamics take place, and, for large enough fields, a new
dynamical regime emerges, taking the form of bounded oscil-
lations around the field orientation, analogous to the motion of
windscreen wipers (WW). (b),(c) Schematic FP and WW
regimes; red arrows, polarities 72;; trajectories of particle positions
color coded from blue to red.
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zero-field case, reported previously [32,35], a transition
takes place for large enough elastoactive coupling I, to be
defined below, from a disordered regime, where the
orientation of each agent diffuses randomly, to a collective
actuation regime, where the dynamics condenses on two
vibrational modes and performs regular oscillations. The
selection of the excited modes relies on their softness and
shape and is, therefore, governed by the lattice structure and
boundary conditions. When two degenerate modes are
selected [32], these oscillations take the form of chiral
oscillations (CO). In contrast, when the lowest-energy
mode is strongly gapped from the higher-energy ones,
the collective actuation takes the form of a back-and-forth
oscillation along the softest mode and requires the presence
of noise, hence the name noise-induced collective actuation
(NICA) [35]. Here, we show that, by adding a field, (i) the
disordered phase turns into a frozen polarized phase (FP),
(ii) a new dynamical regime emerges where the active units
perform bounded and synchronized oscillations around the
field orientation, analogous to the motion of windscreen
wipers (WW), and (iii) as the field amplitude increases, a
reentrant transition occurs between the FP and WW
regimes, to be understood as a purely collective effect.

The experimental setup consists of elastic structures,
composed of N active units connected by springs of
stiffness k and rest length [, [32,35]. Each unit is made
of a Hexbug©, a centimetric battery-powered running
robot, embedded in a 3D printed annulus. The active unit
i exerts a force Fyi; along its orientation 7; and is
displaced from its reference position by the vector u;.
Each unit is free to rotate: 7i; diffuses angularly due to the
mechanical noise inherent to the agent design and reor-
ients toward its velocity #; over a length [, the alignment
length, an effect which has been called self-alignment
[32,36]. The strength of this coupling between displace-
ments and polarities is set by the ratio I1=1,/1,, with
l, = Fy/k; it is varied by using springs of two different
stiffnesses (soft and stiff) and adjusting their length [44].
Moreover, we impose a spring extension through the
boundary condition @ = [.,/l;, where I, is the equilib-
rium length of the springs in the reference configuration
under tension. The specificity of this Letter is to tilt the
plane of the experiment by an angle € [0°21.4°.
Because the mass of the Hexbug is not distributed evenly
along the body’s axis, a torque reorients the active unit,
acting as a polarizing field of amplitude / « gsin f, in the
direction opposite to the gravity force, which we denote
¢|. In the following, we denote 0; (respectively, ¢;) the
angle between ¢ and #; (respectively, u;).

Some of the physics connecting activity, elasticity, and
the external field can already be captured at the level of a
single active unit connected to the three static vertices of a
regular triangle [Fig. 2(a)]. This elastic structure has two
degenerate normal modes along €, and & of stiffness w3
The overdamped harmonic dynamics of the agent is

described by the dimensionless equations

u = IlA — wlu, (1a)
n=(ix[i+h))xi+V2Dn,, (1b)

where the first equation describes the motion resulting from
the balance of active and elastic forces and the second
equation accounts for the self-alignment, the polarization
by the field &, and the angular noise. The time unit is the
ratio of the damping coefficient to the spring stiffness &,
and the length unit is the alignment length /,,.

In the absence of an external field [32,46], a drift-
pitchfork bifurcation takes place when II increases. For
1< a)(z), the active unit diffuses along the circle of radius
lu| = R = I1/w} with 6 = ¢ [Figs. 2(h) and 2(i)]: This is
the frozen-disordered (FD) regime. When IT > w%, the
fixed points of the noiseless dynamics composing this
circle become unstable and a finite angle y = 6 — ¢ drives
the system along a limit cycle of radius R = (I1/w3)'/?, ata
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FIG. 2. Single active unit experiments. (a) Geometry and
notations. (b) Phase diagram (white square, FP; red circles,
WW; green diamonds, CO; red circles inside green diamonds,
coexistence between WW and CO, the black lines indicate I1, =
w} + h and IT* = w} + 3h). (c) Polarization m as a function of
h/w? for I/ w3 € [0.74, 1.08, 1.24] [the same markers as (b)]; (d),
(f),(h),(j) Real space dynamics of the FP, WW, FD, and CO
regimes (red arrows, polarity #; trajectories of particle positions
color coded from blue to red; scale bars, 10 cm). (e),(g),(i),(k)
Probability densities p(6, ¢); the white arrows indicate the
direction of the dynamics when relevant. The parameter values
are (d),(e) FP: TI/w} = 0.91, h/w% =0.08 (= 10.7%; (O),(g)
WW: /@ =124, h/w}=0.11 (B=10.7°; (h),(i) FD:
/w3 = 0.91, h/w} = 0.0 (= 0; (j),(k) CO: /o] = 1.24,
h/@} = 0.0 (8 = 0°).
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FIG. 3. Collective actuation in the presence of an external field. (a),(c),(e) Real space dynamics [the same color code and scale bars as
in Fig. 2(d)] and (b),(d),(f) polarizations in the transverse (red) and longitudinal (black) direction for a triangular lattice pinned at its
edges, for increasing field; (bottom) 2 = 0 (# = 0°), CO; (middle) &7 = 0.11 (f = 10.7°), WW; (top) h = 0.21 (f = 21.4°), FP. (g),(k)
Real space dynamics for square lattices pinned at both ends (top and bottom rows are pinned) for f = 8.5°, with W = 4 (g) and W = 2
(k). (h)—() and (1)—(n) The same as (b),(d),(f) for, respectively, the stiff (W = 4) and soft (W = 2) lattices for 7 = 0 (f = 0°) (bottom),
h=8.7x107* (f = 8.5°) (middle), and & = 1.1 x 1073 (8 = 10.7°) (top). (0),(p) Root mean squared transverse (red) and longitudinal
(black) polarizations as a function of the tilt f for W = 4 (o) and W = 2 (p). The gray areas cover the range of polarization accessible for

a system of N randomly oriented unit vectors ([—1/ V/N,1/V/N | for M | /) and [0,1/ \/IV] for (le /H>1/ 2); the green area indicates the

region where the reentrance transition to a WW regime occurs.

rotation rate Q = +awy(I1 - w?)/? [Figs. 2(j) and 2(k)]:
This is the CO regime. Adding a field breaks the rotational
symmetry responsible for the degeneracy of the fixed
points. For I1 < w?, the system enters the FP regime
[Figs. 2(d) and 2(e)]: The distribution of orientations peaks
around the direction of the field, and the average polari-
zation m = | [$" €”p(0)d0)| increases with h [Fig. 2(c)].
For IT > a)(z), three regimes are observed depending on the
field amplitude (Movies 1-3 [44]). At small fields, the CO
regime subsists, with a temporal modulation of the angle y
at the CO rotation frequency. For intermediate fields, a new
dynamical regime emerges, where the orientation of the
active unit oscillates around that of the field [Figs. 2(f) and
2(g)], leading to a back-and-forth motion analogous to that
of WW. Eventually, large fields stabilize the FP regime and
delay the transition to CO. The transitions between the FP
and the WW regimes and between the WW and the CO
regimes appear close to Il, = @} + h and IT* = w} + 3h,
respectively [Fig. 2(b)].

Moving to collective dynamics, we start with a triangular
lattice of soft springs with N = 19 nodes pinned at its
edges. This geometry has been explored in the zero-field
case and a transition to collective CO was reported [32].
The dynamics condenses on the subspace spanned by the
two modes with the degenerate lowest eigenvalue a)(z) of the
dynamical matrix and their harmonics. The threshold for
CO scales as I ~ wj. We set IT = 1.92@3, for which CO
was observed when i = 0, and measure the longitudinal
and transverse polarizations M (1) = (1/N)>_;a;(t) -
e, for several field amplitudes. For small enough fields,

the CO regime is preserved; the system is polarized, and
this polarization rotates in time, so that the transverse and
longitudinal polarizations oscillate in quadrature [Figs. 3(e)
and 3(f) and Movie 4 [44] ]. Increasing &, the CO regime is
replaced by a collective WW regime in which the system
polarizes longitudinally and the transverse polarization
oscillates, yet with a smaller frequency than in the CO
regime [Figs. 3(c) and 3(d) and Movie 5 [44]]. The
longitudinal polarization is large and never changes sign
while being modulated at twice the frequency of the
transverse oscillations. For even larger fields, the system
freezes in the FP regime, with a longitudinal polarization
close to one [Figs. 3(a) and 3(b) and Movie 6 [44]].
Altogether, we recover the same transition sequence as for
the single active unit case.

Changing the geometry allows one to consider a gapped
system where the longitudinal direction is much stiffer than
the perpendicular one. We consider two square lattices of
stiff springs, composed of L = 12 (respectively, W = 2 or
4) active units along the long (respectively, short) direction,
pinned at both ends in the long direction [Figs. 3(g)-3(k)].
This geometry has been investigated in the zero-field case
[35]. For the stiffer network, W =4, the system is FD
[Fig. 3(j)]: Both M| and M are small and fluctuate. In
contrast, for the softer network, W = 2, the transverse
polarization M oscillates, while the longitudinal one M
remains small and noisy [Fig. 3(n)]: This is a NICA regime.
Imposing a field along the stiff direction, the NICA regime
turns into a WW regime [Figs. 3(1) and 3(m) and Movie 7
[44] ], which is anticipated to give way to the FP regime at
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even larger fields (not accessible experimentally). More
intriguing is the case of the stiffer network: Imposing an
increasing field, the FD regime first polarizes in a FP
regime as expected; yet, increasing further 4, a WW regime
emerges in an intermediate range of field [Fig. 3(i)], before
stabilizing into the FP regime at larger field [Fig. 3(h)].
This is illustrated by monitoring the root mean square
transverse polarization (M?)!/? as a function of the tilting
angle f [Figs. 3(0) and 3(p)]. It implies that the threshold in
IT above which collective actuation emerges decreases as
the system is polarized perpendicularly to the oscillating
mode, leading to a reentrant transition to collective
actuation.

The above results have motivated a systematic study of
the effects of a polarizing field on the collective actuation of
active elastic structures, which we describe extensively in a
companion paper [47]. We here summarize the main
findings that are relevant for the understanding of the
above experiments: We (i) determine analytically I1. and
IT* at the single-particle level and (ii) uncover the origin of
the reentrant transition at the collective level.

Integrating numerically the noiseless version of Egs. (1),
we obtain the phase diagram shown in Figs. 4(a)—-4(d). We
recognize the regimes observed experimentally, with the
addition of a higher-order windscreen wiper regime WW?2,
For h > 0, there are only two fixed points, with the
orientation 72 pointing along or opposite to the field. The
latter is always linearly unstable. The former destabilizes
via a supercritical Hopf bifurcation when IT>TI, =
w% + h, leading to the oscillating WW regime, as observed
experimentally. Moreover, the eigenvalues and eigenvec-
tors of the Jacobian computed at this fixed point coalesce
when I1 = @} and & = 0, indicating an exceptional point,
associated with the rotational symmetry and the presence of
a Goldstone mode along ¢.

Expanding the dynamics around the exceptional point,
one shows that, at zeroth order in & = (Il/ a)(z)) — 1, the
rescaled angular dynamics is described by the equations of
motion of a pendulum ($ = #; ¥ = —H sin ) with sol-
utions of constant energy E = 7%/2 — H cos {, where the
tildes denote rescaled variables and H = h/(ew?). In this
picture the small, E < H (respectively, large, E > H)
energy solutions correspond to the bounded (respectively,
unbounded) phase dynamics of the pendulum, namely, the
WW (respectively, the CO) regimes reported above. At this
order, however, the orbit remains undetermined. At the next
order in &, an energy drift SE(E, H) ~ /¢ drives the system
toward different stationary (0FE =0) and stable
(05E/OE < 0) orbits depending on the value of H. We
find that the CO and WW regimes are selected for # < 1/3
and A > 1/3, respectively [Figs. 4(f) and 4(g)]. Moreover,
the two regimes coexist within a small range of H close to
H =1/3, in agreement with simulations for small &
[Fig. 4(e)]. Although strictly valid only close to the
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FIG. 4. Noiseless single active unit, theory, and numerics. (a)—
(c) Dynamics of the displacements in the dynamical regimes as
named, as obtained from noiseless simulations of Eqs. (1); the
trajectory is shown over one periodand colored with time running
from blue to red; the dark arrows are snapshots of the orientation
of the active force #i; for H/w% =3.95; (a) h/w% =0.62, CO;
(b) h/w} =115, WW?2; (c) h/wi =2.23, WW; the dashed
circles indicate the radius IT1/@3. (d) Numerical phase diagram
(white, FP; green, CO; red, WW, blue, WW?2); the top solid black
(respectively, dashed gray) line indicates 1. = w3 + h (respec-
tively, IT* = w3 + 3h). The black dot indicates the tip of the
WW?2 domain of existence. (¢) Rescaled frequency w, as a
function of A, for small h/w? = 107*; colored markers indicate
simulations of Egs. (1) (green, CO; red, WW), and the solid black
(respectively, gray) lines are the stable (respectively, unstable)
orbits of the pendulum equations, as obtained from the energy
drift 6E. (f),(g) Energy drift E as a function of E/H for three
values of H, as indicated. The green marks indicate the stable
orbits.

exceptional point and without noise, this mapping provides
a qualitative understanding of the transition between CO
and WW regimes, with a threshold IT* in quantitative
agreement with the experiments [Fig. 2(b)].

Finally, we discuss the generalization of the coarse-
grained description of the large-scale displacement U(r, ¢)
and polarization m(r,t) fields introduced in [32] to the
presence of a polarizing field [47]. The mean-field-like
equations are written for a dynamics projected on two
spatially homogeneous modes, the longitudinal and trans-
verse modes, of stiffnesses a)ﬁ and a)i, respectively:
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FIG. 5. Coarse-grained description, theory, and numerics. (a)—

(c) Dynamics of the displacements in the dynamical regimes as
named, in the degenerate case, obtained by simulating Egs. (2);
the same conventions as Figs. 4(a)-4(c). (d),(e) Phase diagrams in
the degenerate case (d), wﬁ = @} = w}, and the nondegenerate

case (e), wﬁ = 2w2l = 2w%; the same color code as Fig. 4(d), dark
blue markers at 4 = 0 indicate the NICA regime; the black lines
represent I1.(/, D) as given by Eq. (3); areas where two colors
appear intermingled indicate zones of coexistence between
regimes. In all panels, D = 0.1 and w? = 1 are fixed.

U = Tlm — MU, (2a)

1—m?

= [mx (U+h)|xm+ (U+h)—Dm, (2b)

where the matrix M is diagonal with entries @} and @ and

D is the rotational diffusion coefficient of the orientations.
The dynamics has a single fixed point corresponding to a
frozen system, polarized in the direction of the field. In the
degenerate case, a)ﬁ = w7, or when the field is imposed

along the stiff direction, i.e., w? < a)ﬁ the linear stability
threshold of the fixed point reads

(D) = W (0} + VD> + h?)
o D>+ h*—DVD*+ i?

For low enough noise, D < @?, the nonmonotonic depend-
ence of I1.(h, D) with h translates into a reentrant transition
to collective actuation [black lines in Figs. 5(d) and 5(e)].
Simulations of Egs. (2) also allow one to recover the
observed periodic orbits. In the degenerate case [Figs. 5(a)—
5(d)], one easily identifies the CO, WW?, WW, and FP
regimes. The boundaries between these regimes reveals
coexistence dynamics, which we further discuss in our
companion paper [47]. For the gapped system, we consider
] = 207 and find that the NICA regime is replaced by the

WW regime for any 4 > 0 [Fig. 5(e)]. For large enough IT
and not too large # > 0, we observe a wide domain of

(3)

coexistence between CO and WW. In all cases, for large
enough fields, the FP regime is stabilized.

Here, we have shown that applying an external field on
an active solid leads to the emergence of new self-
oscillating dynamics and substantially affects the transition
to collective actuation. Two important challenges lie ahead
when trying to apply those ideas to living systems. A key
hurdle is to identify and tune the coupling between the field
and the living units, e.g., through chemotaxis or galvano-
taxis in the context of cell migration [37]. Also, the strong
nonlinear nature of the dynamics promoted by the coupling
makes it challenging to tackle analytically and truly
control.
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